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@ Decide if any attribute should be normalized (e.g. when using a clustering algorithm with age

and income in lire, the income will dominate).

@ Consider adding new information on the relevant importance of attributes by adding new
attributes (for example, attribute weights, weighted normalization).

® How can missing attributes be constructed or imputed? [Decide type of construction (e.g.,
aggregate, average, induction)].

@ Add new attributes to the accessed data.

Good idea! Before adding Derived Attributes, try to determine if and how they ease the model
process or facilitate the modeling algorithm. Perhaps “income per head” is abetter/easier attribute
to use that “income per household.” Do not derive attributes simply to reduce the number of input
attributes.

Another type of derived attribute is single-attribute transformations, usually performed to fit
the needs of the modeling tools.
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Activities Single—attribute transformations

@ Specify necessary transformation steps in terms of available transformation facilities (for
example. change a binning of a numeric attribute)

@ Perform transformation steps.

Hint! Transformations may be necessary to transform ranges to symbolic fields (e.g. ages to age
“ ”

ranges) or symbolic fields ( “definitely yes, ” yes, “don’ t know,
Modeling tools or algorithms often require them.

” 7

“no” ) to numeric values.

Output Generated records

Generated records are completely new records, which add new knowledge or represent new data that
is not otherwise represented, e.g., having segmented the data, it may be useful to generate a record
to represent the prototypical member of each segment for further processing

Activities Check for available techniques if needed (e.g., mechanisms to construct prototypes
for each segment of segmented data).

3.4 Integrate data
Task Integrate data

These are methods whereby information is combined from multiple tables or other information
sources to create new records or values.

Output Merged data

Merging tables refers to joining together two or more tables that have different information about
the same objects. At this stage it may also be advisable to generate new records. It may also be
recommended to generate aggregate values.

Aggregation refers to operations where new values are computed by summarizing information from
multiple records and/or tables.

Activities
@ Check integration facilities if they are able to integrate the input sources as required
@ Integrate sources and store result

® Reconsider Data Selection Criteria (See Task 2. 1) in light of experiences of data integration
(i.e. may wish include/exclude other sets of data).

Good idea! Remember that some knowledge may be contained in non—electronic format.
3.5 Format data
Task Format data

Formatting transformations refer to primarily syntactic modifications made to the data that do
not change its meaning, but might be required by the modeling tool.

Output Reformatted data

Some tools have requirements on the order of the attributes, such as the first field being a unique
identifier for each record or the last field being the outcome field the model is to predict.

Activities Rearranging attributes

Some tools have requirements on the order of the attributes, such as the first field being a unique
identifier for each record or the last field being the outcome field the model is to predict.

Reordering records

It might be important to change the order of the records in the dataset. Perhaps the modeling
tool requires that the records be sorted according to the value of the outcome attribute
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Reformatted within-value

@ These are purely syntactic changes made to satisfy the requirements of the specific modeling
tool.

@) Reconsider Data Selection Criteria (See Task 2.1) in light of experiences of data cleaning
(i.e. may wish include/exclude other sets of data).

4 Modeling
4.1 Select modeling technique
Task Select modeling technique

As the first step in modeling, select the actual modeling technique that is to be used initially.
If multiple techniques are applied, perform this task for each technique separately. It should not
be forgotten that not all tools and techniques are applicable to each and every task. For certain
problems, only some techniques are appropriate (See Appendix V.2 where techniques appropriate for
certain data mining problem types are discussed in more detail). From among these tools and techniques
there are “Political Requirements” and other constraints, which further limit the choice available
to the miner

It may be that only one tool or technique is available to solve the problem in hand - and even
then the tool may not be the absolutely technical best for the problem in hand.

Figure 10:

Universe of Techniques

Output Modeling technique

Record the actual modeling technique that is used

Activities Decide on appropriate technique for exercise bearing in mind the tool selected
Output Modeling assumptions

Many modeling techniques make specific assumptions about the data, data quality or the data format.
Activities

@ Define any built—in assumptions made by the technique about the data (e.g. quality, format,
distribution)

@ Compare these assumptions with those in the Data Description Report

® Make sure that these assumptions hold and step back to the Data Preparation Phase if necessary.
4.2 Generate test design

Task Generate test design

Prior to building amodel, a procedure needs to be defined to test the model’ s quality and validity.
For example, in supervised data mining tasks such as classification, it is common to use error rates
as quality measures for data mining models. Therefore the test design specifies that the dataset should
be separated into training and test set, the model is built on the training set and its quality estimated
on the test set.

Output Test design

Describe the intended plan for training, testing and evaluating the models. A primary component
of the plan is to decide how to divide the available dataset into training data, test data and validation
test sets.

Activities

(@ Check existing test designs for each data mining goal separately
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@ Decide on necessary steps (number of iterations, number of folds etc.).
®) Prepare data required for test

4.3 Build model

Task Build model

Run the modeling tool on the prepared dataset to create one or more models.
Output Parameter settings

With any modeling tool, there are often a large number of parameters that can be adjusted. List
the parameters and their chosen values, along with the rationale for the choice.

Activities

@ Set initial parameters

@) Document reasons for choosing those values.

Output Models

Run the modeling tool on the prepared dataset to create one or more models.
Activities

@ Run the selected technique on the input dataset to produce the model.

@) Post—process data mining results (e.g. editing rules, display trees).
Output Model description

Describe the resultant model and assess its expected accuracy, robustness and possible
shortcomings. Report on the interpretation of the models and any difficulties encountered

Activities

@ Describe any characteristics of the current model that may be useful for the future
® Record parameter settings used to produce the model.

® Give a detailed description of the model and any special features.

@ For rule—-based models, list the rules produced plus any assessment of per—rule or overall model
accuracy and coverage.

®) For opaque models, list any technical information about the model (such as neural network
topology) and any behavioral descriptions produced by the modeling process (such as accuracy or
sensitivity).

® Describe the model’ s behavior and interpretation

(@ State conclusions regarding patterns in the data (if any); sometimes the model reveals
important facts about the data without a separate assessment process (e.g. that the output or
conclusion is duplicated in one of the inputs).

4.4 Assess model
Task Assess model

The model should now be assessed to ensure that it meets the data mining success criteria and
the passes the desired test criteria. This is a purely technical assessment based on the outcome of
the modeling tasks.

Output Model assessment

Summarize results of this task, list qualities of generated models (e.g. in terms of accuracy)
and rank their quality in relation to each other
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Activities
Evaluate result with respect to evaluation criteria

Good idea! “Lift Tables” and “Gain Tables” can be constructed to determine how well the model
is predicting

(@ Test result according to a test strategy (e. g. : Train and Test, Crossvalidation, bootstrapping
etc.).

@) Compare evaluation results and interpretation

® Create ranking of results with respect to success and evaluation criteria

@ Select best models

® Interpret results in business terms (as far as possible at this stage)

® Get comments on models by domain or data experts.

@ Check plausibility of model.

Check impacts for data mining goal.

© Check model against given knowledge base to see if the discovered information is novel and
useful

10 Check reliability of result

11 Analyze potentials for deployment of each result.

12 If there is a verbal description of the generated model (e.g. via rules), assess the rules;
are they logical, are they feasible, are there too many or too few, do they offend common sense?

13 Assess results

14 Get insights into why a certain modeling technique and certain parameter settings lead to
good/bad results

Output Revised parameter settings

According to the model assessment, revise parameter settings and tune them for the next run in
task ‘Build Model.’ TIterate model building and assessment until you find the best model.

Activities
Adjust parameters to give better model.
5 Evaluation

Previous evaluation steps dealt with factors such as the accuracy and generality of the model.
This step assesses the degree to which the model meets the business objectives and seeks to determine
if there is some business reason why this model is deficient. It compares results with the evaluation
criteria defined at the start of the project.

A good way of defining the total outputs of a data mining project is to use the equation: RESULTS
= MODELS + FINDINGS

In this equation we are defining that the total output of the data mining project is not just
the models (although they are, of course, important) but also findings which we define as anything
(apart from the model) that is important in meeting objectives of the business (or important in leading
to new questions, line of approach or side effects (e.g. data quality problems uncovered by the data
mining exercise). Note: although the model is directly connected to the business questions, the
findings need not be related to any questions or objective, but are important to the initiator of
the project.

5.1 Evaluate results
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Task Evaluate results

Previous evaluation steps dealt with factors such as the accuracy and generality of the model.
This step assesses the degree to which the model meets the business objectives and seeks to determine
if there is some business reason why this model is deficient. Another option of evaluation is to test
the model (s) on test applications in the real application if time and budget constraints permit.

Moreover, evaluation also assesses other data mining results generated. Data mining results cover
models which are necessarily related to the original business objectives and all other findings which
are not necessarily related to the original business objectives but might also unveil additional
challenges, information or hints for future directions.

Output Assessment of data mining results with respect to business
success criteria

Summarize assessment results in terms of business success criteria including a final statement
whether the project already meets the initial business objectives

Activities

@ Understand the data mining result

@) Interpret the results in terms of the application.
® Check impacts for data mining goal.

@ Check the data mining result against the given knowledge base to see if the discovered
information is novel and useful.

® Evaluate and assess result with respect to business success criteria i.e. has the project
achieved the original Business Objectives?

® Compare evaluation results and interpretation.

(@) Create ranking of results with respect to business success criteria

Check impacts of result for initial application goal.

© Are there new business objectives to be addresses later in the project or in new projects?
States conclusions for future data mining projects.

Output Approved models

After model assessment with respect to business success criteria, you eventually get approved
models if the generated models meet the selected criteria

5.2 Review process
Task Review process

At this point the resultant model appears to be satisfactory and appears to satisfy business needs
It is now appropriate to make a more thorough review of the data mining engagement in order to determine
if there is any important factor or task that has somehow been overlooked. At this stage of the Data
Mining exercise, the Process Review takes on the form of a Quality Assurance Review.

Output Review of process

Summarize the process review and give hints for activities that have been missed and/or should
be repeated

Activities
@ Give an overview of the data mining process used

® Analyze data mining process For each stage of the process:
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® Was it necessary in retrospect?

@ Was it executed optimally?

® In what ways could it be improved?

® Identify failures.

@ Identify misleading steps

Identify possible alternative actions, unexpected paths in the process.
© Review data mining results with respect to business success criteria.
5.3 Determine next steps

Task Determine next steps

According to the assessment results and the process review, the project decides how to proceed
at this stage. The project needs to decide whether to finish this project and move onto deployment
or whether to initiate further iterations or whether to set up new data mining projects.

Output List of possible actions

List possible further actions along with the reasons for and against each option.
Activities

@ Analyze potential for deployment of each result

@ Estimate potential for improvement of current process

® Check remaining resources to determine if they allow additional process iterations (or whether
additional resources can be made available).

@ Recommend alternative continuations.
®) Refine process plan.

Output Decision

Describe the decision as to how to proceed along with the rationale.
Activities

@ Rank the possible actions

@) Select one of the possible actions
® Document reasons for the choice.

6 Deployment

6.1 Plan deployment

Task Plan deployment

This task takes the evaluation results and concludes a strategy for deployment of the data mining
result(s) into the business.

Output Deployment plan

Summarize deployment strategy including necessary steps and how to perform them.
Activities

@® Summarize deployable results.

@) Develop and evaluate alternative plans for deployment

® Decide for each distinct knowledge or information result
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@ How will the knowledge or information be propagated to its users?

®) How will the use of the result be monitored or its benefits measured (where applicable)?
® Decide for each deployable model or software result.

(@ How will the model or software result be deployed within the organization’ s systems?
How will its use be monitored and its benefits measured (where applicable)?

© Identify possible problems when deploying the datamining results (pitfalls of the deployment).
6.2 Plan monitoring and maintenance

Task Plan monitoring and maintenance

Monitoring and maintenance are important issues if the data mining result becomes part of the
day—to—day business and its environment. A careful preparation of a maintenance strategy helps to
avoid unnecessarily long periods of incorrect usage of data mining results. In order to monitor the
deployment of the data mining result(s), the project needs a detailed plan on the monitoring process
This plan takes into account the specific type of deployment

Output Monitoring and maintenance plan

Summarize monitoring and maintenance strategy including necessary steps and how to perform them.
Activities

@ Check for dynamic aspects (i.e. what things could change in the environment?)

® How will accuracy be monitored?

® When should the data mining result or model not be used any more? Identify criteria (validity,
threshold of accuracy, new data, change in the application domain, etc.)? What should happen if the
model or result could no longer be used? (Update model, set up new data mining project, etc.).

@ Will the business objectives of the use of the model change over time? Fully document the initial
problem the model was attempting to solve

® Develop monitoring and maintenance plan.
6.3 Produce final report
Task Produce final report

At the end of the project, the project leader and his team write up a final report. It depends
on the deployment plan, if this report is only a summary of the project and its experiences or if
this report is a final presentation of the data mining result(s)

Output Final report

At the end of the project, there will be (at least one) final report where all the threads are
brought together. As well as identifying the results obtained, the report should also describe the
process, show which costs have been incurred, define any deviations from the original plan, describe
implementation plans and make any recommendations for future work. The actual detailed content of
the report depends very much on the audience for the particular report

Activities

@ Identify what reports are needed (slide presentation, management summary, detailed findings,
explanation of models, etc.).

@) Analyze how well initial data mining goals have been met.
® Identify target groups for report

@ Outline structure and contents of report(s).
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® Select findings to be included in the reports
® Write a report.
Output Final presentation

As well as a Final Report, it may be necessary to make a Final Presentation to summarize the project
- maybe to the management sponsor, for example. The Presentation normally contains a subset of the
information contained in the Final Report, but structured in a different way

Activities

@ Decide on target group for final presentation (will they already have received final report?).
@ Select which items from final report should be included in final presentation.

6.4 Review project

Task Review project

Assess what went right and what went wrong, what was done well and what needs to be improved
Output Experience documentation

Summarize important experiences made during the project. For example, pitfalls, misleading
approaches or hints for selecting the best-suited data mining techniques in similar situations could
be part of this documentation. In ideal projects, experience documentation covers also any reports
that have been written by individual project members during the project phases and their tasks.

Activities

@ Interview all significant people involved in the project and ask them about their experiences
during the project.

@) If end users in the business work with the data mining result(s), interview them: are they
satisfied? What could have been done better? Do they need additional support?

® Summarize feedback and write the experience documentation
@ Analyze the process (things that worked well, mistakes made, lessons learned, etc.).

® Document the specific data mining process (How can the results and the experience of applying
the model be fed back into the process?)

® Abstract from details to make the experience useful for future projects.
IV The CRISP-DM outputs

This section contains brief descriptions of the purpose and the contents of the most important
reports. Here, we focus on reports that are meant to communicate the results of a phase to people
not involved in this phase (and possibly not involved in this project).

These are not necessarily identical to the outputs as described in the reference model and the
user guide. The purpose of the outputs is mostly to document results while performing the project.

1 Business understanding

The results of the Business Understanding phase can be summarized in one report.
We suggest the following sections:

Background

The Background provides a basic overview of the project context. This lists what area the project
is working in, what problems have been identified and why data mining appears to provide a solution.

Business objectives and success criteria

Business Objectives describe what the goals of the project are in business terms. For each
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objective, Business Success Criteria, i.e. explicit measures for determining whether or not the
project succeeded in its objectives, should be provided. This section should also list objectives
that were considered but rejected. The rationale of the selection of objectives should be given

Inventory of resources

The Inventory of Resources aims to identify personnel, data sources, technical facilities and
other resources that may be useful in carrying out the project.

Requirements, assumptions and constraints

This output lists general requirements about how the project is executed, type of project results,
assumptions made about the nature of the problem and the data being used and constraints imposed on
the project.

Risks and contingencies

This output identifies problems that may occur in the project, describes the consequences and
states what action can be taken to minimize the effect.

Terminology

The Terminology allows people unfamiliar with the problems being addressed by the project to become
more familiar with them.

Costs and benefits

This describes the costs of the project and predicted business benefits if the project is
successful (e.g. return on investment). Other less tangible benefits (e.g. customer satisfaction)
should also be highlighted.

Data mining goals and success criteria

The data mining goals state the results of the project that enable the achievement of the business
objectives. As well as listing the probable data mining approaches, the success criteria for the
results should also be listed in data mining terms.

Project plan

This lists the stages to be executed in the project, together with duration, resources required,
inputs, outputs and dependencies. Where possible it should make explicit the large—scale iterations
in the data mining process, for example repetitions of the modeling and evaluation phases

Initial assessment of tools and techniques

This section gives an initial view of what tools and techniques are likely to be used and how.
It describes the requirements for tools and techniques, lists available tools and techniques and
matches them to requirements

2 Data understanding
The results of the Data Understanding phase are usually documented in several reports

Ideally, these reports should the written while performing the respective tasks. The reports
describe the datasets that are explored during data understanding. For the final report, a summary
of the most relevant parts is sufficient

Initial data collection report

This report describes how the different data sources identified in the inventory were captured
and extracted

Topics to be covered:
@ Background of data

®) List of data sources with broad area of required data covered by each.
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® For each data source, method of acquisition or extraction.
@ Problems encountered in data acquisition or extraction.

Data description report

Each dataset acquired is described

Topics to be covered:

(@ Each data source described in detail.

@) List of tables (may be only one) or other database objects
® Description of each field including units, codes used, etc.
Data exploration report

Describes the data exploration and its results.

Topics to be covered:

@ Background including broad goals of data exploration.

For each area of exploration undertaken:

(@ Expected regularities or patterns

@ Method of detection

® Regularities or patterns found, expected and unexpected

@ Any other surprises.

®) Conclusions for data transformation, data cleaning and any other pre—processing
® Conclusions related to data mining goals or business objectives.
@® Summary of conclusions.

Data quality report

This report describes the completeness and accuracy of the data
Topics to be covered:

@ Background including broad expectations about data quality
For each dataset:

@ Approach taken to assess data quality

@) Results of data quality assessment

® Summary of data quality conclusions.

3 Data preparation

The reports in the data preparation phase focus on the pre—processing steps that produce the data
to be mined

Dataset description report

This provides a description of the dataset (after pre—processing) and the process by which it
was produced

Topics to be covered:
@ Background including broad goals and plan for pre-processing

@ Rationale for inclusion/exclusion of datasets
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For each included dataset:

@ Description of the pre—processing, including the actions that were necessary to address any
data quality issues.

@ Detailed description of the resultant dataset, table by table and field by field.
® Rationale for inclusion/exclusion of attributes.

@ Discoveries made during pre—processing and any implications for further work.

® Summary and conclusions.

4 Modeling

The outputs produced during the Modeling phase can be combined into one report

We suggest the following sections:

Modeling assumption

This section defines expl/icitly any assumptions made about the data and any assumptions that are
implicit in the modeling technique to be used

Test design

This section describes how the models are built, tested and evaluated

Topics to be covered:

Background - outlines the modeling undertaken and its relation to the data
mining goals.

For each modeling task:

@ Broad description of the type of model and the training data to be used.
@) Explanation of how the model will be tested or assessed.

® Description of any data required for testing

@ Plan for production of test data if any.

® Description of any planned examination of models by domain or data experts
® Summary of test plan.

Model description

This report describes the delivered models and overviews the process by which they were produced.
Topics to be covered:

@ Overview of models produced.

For each model:

@ Type of model and relation to data mining goals.

@) Parameter settings used to produce the model.

® Detailed description of the model and any special features.

For example:

@ For rule-based models, list the rules produced plus any assessment of per—rule or overall model
accuracy and coverage.

@) For opaque models, list any technical information about the model (such as neural network
topology) and any behavioral descriptions produced by the modeling process (such as accuracy or
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sensitivity).
® Description of Model’ s behavior and interpretation.

@ Conclusions regarding patterns in the data (if any); sometimes the model will reveal important
facts about the data without a separate assessment process (e.g. that the output or conclusion is
duplicated in one of the inputs)

® Summary of conclusions.

Model assessment

This section describes the results of testing the models according to the test design.
Topics to be covered:

@ Overview of assessment process and results including any deviations from the test plan.
For each model:

@) Detailed assessment of model including measurements such as accuracy

and interpretation of behavior

®) Any comments on models by domain or data experts.

@ Summary assessment of model.

® Insights into why a certain modeling technique and certain parameter settings led to good/bad
results.

® Summary assessment of complete model set.
5 Evaluation
Assessment of data mining results with respect to business success criteria

This report compares the data mining results with the business objectives and the business success
criteria

Topics to be covered:

n Review of Business Objectives and Business Success Criteria (which may have changed during and/or
as a result of data mining).

For each Business Success Criterion:

@ Detailed comparison between success criterion and data mining results

@) Conclusions about achievability of success criterion and suitability of data mining process
®) Review of Project Success; has the project achieved the original Business Objectives?

@ Are there new business objectives to be addressed later in the project or in new projects?
® Conclusions for future data mining projects.

Review of process

This section assesses the effectiveness of the project and identifies any factors that may have
been overlooked that should be taken into consideration if the project is repeated.

List of possible actions

This section makes recommendations regarding the next steps in the project.
6 Deployment

Deployment plan

This section specifies the deployment of the data mining results
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Topics to be covered:

@ Summary of deployable results (derived from Next Steps report)

® Description of deployment plan.

Monitoring and maintenance plan

The monitoring and maintenance plan specifies how the deployed results are to be maintained
Topics to be covered:

n Overview of results deployment and indication of which results may require

updating (and why).

For each deployed result:

@ Description of how updating will be triggered (regular updates, trigger event, performance
monitoring).

@) Description of how updating will be performed

® Summary of the results updating process.

Final report

The final report is used to summarize the project and its results
Contents:

@ Summary of Business Understanding: background, objectives and success criteria
® Summary of data mining process

® Summary of data mining results

@ Summary of results evaluation.

® Summary of deployment and maintenance plans.

® Cost/benefit analysis.

@ Conclusions for the business.

Conclusions for future data mining.

7 Summary of dependencies

The following table summarizes the main inputs to the deliverables. This does not mean that only
the inputs listed should be considered - for example, the business objectives should be pervasive
to all deliverables. However, the deliverables should address specific issues raised by their inputs.

V Appendix

1 Glossary/terminology

Activity

Part of a task in User Guide, describes actions to perform a task.

CRISP-DM methodology

The general term for all concepts developed and defined in CRISP-DM.

Data mining context

Set of constraints and assumptions such as problem type, techniques or tools, application domain.
Data mining problem type

Class of typical data mining problems such as data description and summarization, segmentation,
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concept descriptions, classification, prediction, dependency analysis
Generic

A task which holds across all possible data mining projects, as complete, i.e., cover both the
whole data mining process and all possible data mining applications and stable, i.e., valid for yet
unforeseen developments like new modeling techniques, as possible.

Model

Ability to apply to a dataset to predict a target attribute, executable.
Output

Tangible result of performing a task.

Phase

High-level term for part of the process model, consists of related tasks.
Process instance

A specific project described in terms of the process model.

Process model

Defines the structure of data mining projects and provides guidance for their execution, consists
of reference model and user guide.

Reference model

Decomposition of data mining projects into phases, tasks and outputs.
Specialized

A task that makes specific assumptions in specific data mining contexts.
Task

Part of a phase, series of activities to produce one or more outputs.
User guide

Specific advice on how to perform data mining projects.

2 Data mining problem types

Usually, the data mining project involves a combination of different problem types, which
together solve the business problem.

2.1 Data description and summarization

Data Description and Summarizationaims at the concise description of characteristics of the data,
typically in elementary and aggregated form. This gives the user an overview of the structure of the
data. Sometimes, data description and summarization alone can be an objective of a data mining project.
For instance, a retailer might be interested in the turnover of all outlets broken down by categories.
Changes and differences to a previous period could be summarized and highlighted. This kind of problem
would be at the lower end of the scale of data mining problems.

However, in almost all data mining projects data description and summarization is a sub goal in
the process, typically in early stages. At the beginning of a data mining process, the user often
knows neither the precise goal of the analysis nor the precise nature of the data. Initial exploratory
data analysis can help to understand the nature of the data and to find potential hypotheses for hidden
information. Simple descriptive statistical and visualization techniques provide first insights in
the data. For example, the distribution of customer age and their living areas gives hints about which
parts of a customer group need to be addressed by further marketing strategies.

Data description and summarization typically occurs in combination with other data mining problem
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types. For instance, data description may lead to the postulation of interesting segments in the data.
Once segments are identified and defined a description and summarization of these segments is useful.
It is advisable to carry out data description and summarization before any other data mining problem
type is addressed. In this document, this is reflected by the fact that data description and
summarization is a task in the data understanding phase.

Summarization also plays an important role in the presentation of final results. The outcomes
of the other data mining problem types (e.g., concept descriptions or prediction models) may also
be considered summarizations of data, but on a higher conceptual level.

Many reporting systems, statistical packages, OLAP and EIS systems can cover data description
and summarization but do usually not provide any methods to perform more advanced modeling. If data
description and summarization is considered a stand alone problem type and no further modeling is
required, these tools are also appropriate to carry out data mining engagements.

2.2 Segmentation

The data mining problem type segmentation aims at the separation of the data into interesting
and meaningful subgroups or classes. All members of a subgroup share common characteristics. For
instance, in shopping basket analysis one could define segments of baskets depending on the items
they contain.

Segmentation can be performed manually or (semi—) automatically. The analyst can hypothesize
certain subgroups as relevant for the business question based on prior knowledge or based on the outcome
of data description and summarization. However, there are also automatic clustering techniques that
can detect previously unsuspected and hidden structures in data that allow segmentation.

Segmentation can be a data mining problem type of its own. Then the detection of segments would
be the main purpose of data mining. For example, all addresses in zip code areas with higher than
average age and income might be selected for mailing advertisements on home nursing insurance

Often, however, very often segmentation is a step towards solving other problem types. Then, the
purpose can be to keep the size of the data manageable or to find homogeneous data subsets that are
easier to analyze. Typically, in large datasets various influences overlay each other and obscure
the interesting patterns. Then, appropriate segmentation makes the task easier. For instance
analyzing dependencies between items in millions of shopping baskets is very hard. It is much easier
(and more meaningful, typically) to identify dependencies in interesting segments of shopping baskets,
for instance highvalue baskets, baskets containing convenience goods or baskets from a particular
day or time.

Note: In the literature there is a confusion of terms. Segmentation is sometimes called clustering
or classification. The latter term is confusing because some people use it to refer to the creation
of classes, while others mean the creation of models to predict known classes for previously unseen
cases. In this document, we restrict the term classification to the latter meaning (see below) and
use the term segmentation for the former meaning, though classification techniques can be used to
elicit descriptions of the segments discovered

Appropriate techniques:
@ Clustering techniques.
® Neural nets.

® Visualization.
Example:

A car company regularly collects information about its customers concerning their socio—economic
characteristics like income, age, sex, profession, etc. Using cluster analysis, the company can divide
its customers into more understandable subgroups and analyze the structure of each subgroup. Specific
marketing strategies are deployed for each group separately
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2.3 Concept descriptions

Concept description aims at an understandable description of concepts or classes. The purpose
is not to develop complete models with high prediction accuracy, but to gain insights. For instance
a company may be interested to learn more about their loyal and disloyal customers. From a concept
description of these concepts (loyal and disloyal customers) the company might infer what could be
done to keep customers loyal or to transform disloyal customers to loyal customers.

Concept description has a close connection to both segmentation and classification. Segmentation
may lead to an enumeration of objects belonging to a concept or class without any understandable
description. Typically, there is segmentation before concept description is performed. Some
techniques, for example conceptual clustering techniques, perform segmentation and concept
description at the same time.

Concept descriptions can also be used for classification purposes. On the other hand, some
classification techniques produce understandable classification models, which can then be considered
as concept descriptions. The important distinction is that classification aims to be complete in some
sense. The classification model needs to apply to a// cases in the selected population. On the other
hand, concept descriptions need not be complete. It is sufficient if they describe important parts
of the concepts or classes. In the example above, it may be sufficient to get concept descriptions
of those customers who are clearly loyal.

Appropriate techniques:
@ Rule induction methods
@) Conceptual clustering
Example:

Using data about the buyers of new cars and using a rule induction technique, a car company could
generate rules that describe its loyal and disloyal customers. Below are examples of the generated
rules:

I SEX = male and AGE > 51 then CUSTOMER = loyal

I SEX = female and AGE > 21 then CUSTOMER = loyal

If PROFESSION = manager and AGE < 51 then CUSTOMER = disloyal

I FAMILY STATUS = bachelor and AGE < 51 then CUSTOMER = disloyal
2.4 Classification

Classification assumes that there is a set of objects - characterized by some attributes or
features - which belong to different classes. The class label is a discrete (symbolic) value and
is known for each object. The objective is to build classification models (sometimes called
classifiers), which assign the correct class label to previously unseen and unlabeled objects
Classification models are mostly used for predictive modeling

The class labels can be given in advance, for instance defined by the user or derived from
segmentation. Classification is one of the most important data mining problem types that occurs in
a wide range of various applications. Many data mining problems can be transformed to classification
problems. For example, credit scoring tries to assess the credit risk of a new customer. This can
be transformed to a classification problem by creating two classes, good and bad customers. A
classification model can be generated from existing customer data and their credit behavior. This
classification model can then be used to assign a new potential customer to one of the two classes
and hence accept or reject him.

Classification has connections to almost all other problem types. Prediction problems can be
transformed to classification problems by binning continuous class labels, since binning techniques
allow transforming continuous ranges into discrete intervals. These discrete intervals are then used
as class labels rather than the exact numerical values and hence lead to a classification problem.
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Some classification techniques produce understandable class or concept descriptions. There is also
a connection to dependency analysis because classification models typically exploit and elucidate
dependencies between attributes.

Segmentation can either provide the class labels or restrict the dataset such that good
classification models can be built

It is useful to analyze deviations before a classification model is built. Deviations and outliers
can obscure the patterns that would allow a good classification model. On the other hand, a
classification model can also be used to identify deviations and other problems with the data

Appropriate techniques:
@ Discriminant analysis
®) Rule induction methods.
®) Decision tree learning
@ Neural nets.

® K Nearest Neighbor.

® Case-based reasoning.
@ Genetic algorithms.
Example:

Banks generally have information on the payment behavior of their credit applicants. Combining
this financial information with other information about the customers like sex, age, income, etc.
it is possible to develop a system to classify new customers as good or bad customers, (i.e., the
credit risk in acceptance of a customer is either low or high, respectively).

2.5 Prediction

Another important problem type that occurs in a wide range of applications is prediction.
Prediction is very similar to classification. The only difference is that in prediction the target
attribute (class) is not a qualitative discrete attribute but a continuous one. The aim of prediction
is to find the numerical value of the target attribute for unseen objects. In the literature, this
problem type is sometimes called regression. If prediction deals with time series data then it is
often called forecasting

Appropriate techniques:
(D Regression analysis.
2 Regression trees.

®) Neural nets.

@ K Nearest Neighbor.
® Box—Jenkins methods.
® Genetic algorithms.
Example:

The annual revenue of an international company is correlated with other attributes like
advertisement, exchange rate, inflation rate etc. Having these values (or their reliable estimations
for the next year) the company can predict its expected revenue for the next year.

2.6 Dependency analysis

Dependency analysis consists of finding a model that describes significant dependencies (or
associations) between data items or events. Dependencies can be used to predict the value of a data
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item given information on other data items. Although dependencies can be used for predictive modeling,
they are mostly used for understanding. Dependencies can be strict or probabilistic.

Associations are a special case of dependencies, which have recently become very popular.
Associations describe affinities of data items (i.e., data items or events which frequently occur
together). A typical application scenario for associations is the analysis of shopping baskets. There,
arule like “in 30 percent of all purchases, beer and peanuts have been bought together” is a typical
example for an association. Algorithms for detecting associations are very fast and produce many
associations

Selecting the most interesting ones is a challenge.

Dependency analysis has close connections to prediction and classification, where dependencies
are implicitly used for the formulation of predictive models. There is also a connection to concept
descriptions, which often highlight dependencies

In applications, dependency analysis often co—occurs with segmentation. In large datasets
dependencies are seldom significant because many influences overlay each other. In such cases it is
advisable to perform a dependency analysis on more homogeneous segments of the data

Sequential patterns are a special kind of dependencies where the order of events are considered.
In the shopping basket domain, associations describe dependencies between items at a given time.
Sequential patterns describe shopping patterns of one particular customer or a group of customers
over time.

Appropriate Techniques:

@ Correlation analysis.

@) Regression analysis.

® Association rules.

@ Bayesian networks

® Inductive Logic Programming.
® Visualization techniques.
Example 1:

Using regression analysis, a business analyst has found that there is a significant dependency
between the total sales of a product and its price and the amount of the total expenditures for the
advertisement. Once the analyst discovered this knowledge, he can reach the desired level of the sales
by changing the price and/or the advertisement expenditure accordingly

Example 2:

Applying association rule algorithms to data about car accessories, a car company has found that
if a radio is ordered, an automatic gearbox is ordered as well in 95 percent of all cases. Based on
this dependency, the car company decides to offer these accessories as a combination which leads to
cost reduction
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